MIHICTEPCTBO OCBITH I HAYKI/IUYKPATHI/I
CXIAHOYKPATHCbKMM HAIIIOHAJIbHUM YHIBEPCUTET
imen1 BOJIOAMUPA JTAJIA

Metoan4Hi MaTepianu
JI0 Ay TUTOPHOTO YUTAHHS 3 TUCIUILTIHH
«IHo3eMHa (aHrIilicbKa) MOBay
st ctyneHTiB 1-2 kypciB (Hanpsm migroroBku 6.040301 «IIpuknagHa MaTeMaTrukay)

BATBEPJXEHO
Ha 3aciJiaHHl KadeIpu 1H0O3EMHUX MOB
IIpoTokon Ne 6 Bix 30. 05. 2014 p.

CeBepononennbk 2015



VJIK 378.147:811.111:519 (072)

MeTtoanyHi MaTepiany 10 ayJUTOPHOTO YHTAHHS 3 AUCHUILTIHU «]HO3eMHa (aHTIIiIChKA)
MoBa» sl cTyAeHTiB 1-2 kypciB (Hampsim miarotoBku 6.040301 «IIpuxmagna maTemMaTHKay)
[Yxnanau: H. A. Cypa. — CeBepononenpk: Bua-so CHY im. B. [lans, 2015. — 43 c.

MeTtonuyHi MaTepiaay 10 ayIMTOPHOTO YUTAHHS 3 AUCUUILIIHN «HO3eMHa (aHIuiichbKa)
MOBa» s cTyAeHTiB 1-2 kypciB (HampsMm miarotoBku 6.040301 «IIpukinagHa maTeMaTHKay)
MalOTh Ha MET1 HABUUTU CTYACHTIB UYUTATU Ta PO3YMITH OPUT1HAIbHI TEKCTH 1HO3EMHOIO MOBOIO
3 MareMmaTtukd. LliTp METOAMYHMX MaTepiajiB — HABUYUTH CTYJIEHTIB UYUTAaTH Ta PO3YMITH
OpUTiHAJIbHI TEKCTU 1HO3EMHOI (AHIJIIHCHKOI0) MOBOIO 3 MaTeMaTuku. B  MeronnmyHux
Mmarepiajax peani3yeTbCss OCHOBHMN METOJWYHUN NPUHLIMII HABYAHHS YUTAHHS 1HO3EMHOIO
MOBOIO — KOMIIJIEKCHE HaBYaHHS BCIX BHJIIB UWTaHHS. TEKCTH y35Ti B OCHOBHOMY 3 aHIUIIHCHKHUX
Ta aMEpUKAaHCHKUX BHJaHb, 30kpema «Sky and Telescope», «Reader of Popular Scientific
Essays», «Scientific American», «The Moony», «lllustrated London News», «Scientifically
Speaking», a Takox 13 razetu «Moscow News». [lo TEeKCTIB HOJaHO KOMEHTapi 1 BIIpaBH,
OCHOBHHMM TIPU3HAYEHHSIM SIKMX € aKTHBI3aIlisl CHEHIaAbHOI JIEKCUKH W BUTST JOJATKOBOI 1H(OpMAITii,
I110 MOJKE CTaTH B IIPUTO/I JUISl HAITMCAHHS KYPCOBHX 1 JUINIOMHUX POOIT.

VYxmanau: H. A. Cypa, nom., npod. kadeapu iIHO3eMHIX MOB
BinnosiganbHuil 3a BUITyCK M. JI. Kpamapenko, B. 0. 3aB. Kad. iHO3€MHUX MOB, JOLI.

Peuenzenr A. C. Ymakos, fom. kadeapu iHO3eMHUX MOB



UNIT 1
THE DIFFERENCIAL CALCULUS

Pre-reading exercises.

1. What is the differential calculus?

2. What is the differential calculus concerned with?

3. What role does the differencial calculus play in our daily life?

No elementary school child gets a chance of learning the differential calculus, and very
few secondary school children do so. Yet I know from my own experience that children of
twelve can learn it. As it is a mathematical tool used in most branches of science, this forms a
bar between the workers and many kinds of scientific knowledge. |1 have no intention of
teaching the calculus, but it is quite easy to explain what it is about, particularly to skilled
workers. For a very large number of skilled workers use it in practice without knowing® that
they are doing so.

The differential calculus is concerned with rates of change. In practical life we
constantly come across pairs of quantities, which are related, so that after both have been
measured, when we know one, we know the other. Thus if we know the distance along the
road from a fixed point we can find the height above sea level from a map with contours?. If
we know the time of day we can determine the air temperature on any particular day from
a record of a thermometer made on that day. In such cases we often want to know the rate
of change of one relative to the other.

If x and y are the two quantities, then the rate of change of y relative to x is written
Y. For example if x is the distance of a point on a railway from London, measured in feet,
and y the height above sea level, % is the gradient of the railway. If the height x increases
by 1 foot while the distance x increases by 172 feet, the average value of ¢ is 1 .

172

We say that the gradient is 1 in 172. If x is the time measured in hours and
fractions of an hour, and y the number of miles gone, then ¢ is the speed in miles per
hour. Of course the rate of change may be zero, as on a level road, and negative when the
height is diminishing as the distance x increases.

To take two more examples, if x is the temperature, and y the length of a metal bar, 4» “y is
the coefficient of expansion, that is to say the proportionate increase in length per degree. And if
X, is the price of a commodity, and y the amount bought per day, then ¢®* is called the
elasticity of demand.

For example people must buy bread, but cut down on jam, so the demand for jam is
more elastic than that for bread®. This notion of elasticity is very important in the academic
economics taught in our universities. Professors say that Marxism is out of date* because Marx
did not calculate such things. This would be a serious criticism if the economic «laws» of 1900
were eternal truths. Of course Marx saw that they were nothing of the kind, and «elasticity of
demand» is put of date in England today for the very good reason that most commodities are
controlled or rationed.

The mathematical part of the calculus is the art of calculating dxdy if y has some
mathematical relation to x, for example is equal to its square or logarithm. The rules have to be
learned like those for the area and volume of geometrical figures®, and have the same sort of value.
No area is absolutely square, and no volume is absolutely cylindrical. But there are things in real
life like enough to squares and cylinders to make the rules about them worth learning®.



So with the calculus. It is not exactly true that the speed of a falling body is proportional;
to the time it has been falling. But this is close enough to the truth for many purposes.

The differential calculus goes a lot further’. Think of a bus going up a hill, which
gradually gets steeper. If x is the horizontal distance, and y the height, this means that the
slope ¢x¥ is increasing.

The rate of change of ¢® with regard to y is written 42" In this case it gives a
measure of the curvature of the road surface. In the same way if x is time and y is
distance, 442" is the rate of change of speed with time, or acceleration. This is a quantity that
good drivers can estimate pretty well, though they do not know they are using the basic ideas of
the differential calculus.

If one quantity depends on several others, the differential calculus shows us how to measure
this dependence. Thus the pressure of a gas varies with the temperature and the volume.

Both temperature and volume vary during the stroke of a cylinder of a steam or petrol
engine, and the calculus is needed to an accurate theory of their action.

Finally, the calculus is a fascinating study for its own sake. In February 1917 | was one of a
row of wounded officers lying on stretchers on a steamer going down the river Tigris in
Mesopotamia. | was reading a mathematical book on vectors, the man next me was reading one on
the calculus. As antidotes® to pain we preferred them to novels. Some parts of mathematics are
beautiful, like good verse or painting. The calculus is beautiful, but not because it is a product of
«pure thought». It is not a product of pure thought. It was invented as a tool to help men to
calculate the movements of stars and cannon balls®. It has the beauty of a really efficient
machine.

To judge from the technical books which sell by tens of thousands in the Soviet Union, a
bigger fraction of the people understand it there than here. In a society where workers are
encouraged to understand their work it is natural that it should be widely studied. Those who are
working to build such a society in our own country, even if they cannot yet learn it, should
know a little what it means.

(From J. B. S. Haldane «Reader of Popular Scientific Essays»)

Comments

1. without knowing - He 3Haro4u;

2. a map with contours - xoatypHa kapra;

3. the demand for jam is more elastic than that for bread. TyT that y>xuTto 3amicTh
cnoBa demand. ... TOOUT Ha BapeHHS MEHIN CTIiHKWUH, HiXK ITOTUT Ha XJIi0.

4. out of date - zacrapimmii;

5. The rules have learned to be like those for the area and volume of geometrical
figures. TyT those B>XxuBaeTbCcst 3aMicTh cioBa rules. HeoOXxitHO BUBUNTH TaKi IpaBHiIa, SIK
IIpaBUJIa BU3HAYCHHSI IO Ta 00'eMy TeoOMeTpHUIHUX QIiryp.

6. worth learning - 3acinyroByroTs TOro (BapTi TOTO, 1100 X (rules - mpaBusIa) BYUIIH;

7. a lot further - 3mauno nasmi;

8. antidotes - npoTuoTyi#iHI penapaT;

9. cannon balls - rapmartsi sapa.

Exercises
1. Read the text. Try to understand as much as possible of its content. See the
comments.
2. Practice the active vocabulary. Translate the sentences into Ukrainian.



No elementary school child gets a chance of learning the differential calculus, and very
few secondary school children do so.

As it is a mathematical tool used in most branches of science, this forms a bar between the
workers and many kinds of scientific knowledge.

The calculus is beautiful, but not because it is a product of «pure thought». It is not a
product of pure thought.

The speed of a falling body is proportional to the time it has been falling.

Finally, the calculus is a fascinating study for its own sake.

3. Complete the following sentences using the expressions you memorized after
studying the text.

Thus if we know the distance along the road from, a fixed-point, we can find ....

If we know the time of the day, we can determine ....

The differential calculus is concerned with...

The notion of elasticity is very important in....

The calculus was invented as a tool to help men to calculate....

4. Answer the following questions.

What is the calculus about?

What is called the elasticity of demand?

Why do professors say that Marxism is out of date in England?

Is the calculus a product of pure thought?

Was the calculus invented as a tool to help men to calculate the movements of stars and
cannon balls?

UNIT 2
GEOMETRICAL CONSTRUCTIONS

Pre-reading exercises

1. What is one of the most famous of classical construction problems?

2. Are there any classical Greek problems for which solution has been sought in vain?
3. How can all constructive problems be completely characterized?

Construction problems have always been a favourite subject in geometry. With ruler and
compass alone a great variety of constructions may be performed; as the reader will remember
from school: a line, segment or an angle may be bisected’, a line may be drawn from a point
perpendicular to a given line, a regular hexagon may be inscribed in a circle, etc.

In all these problems the ruler is used merely as a straightedge, an instrument for drawing
a straight line but not for measuring or making off distances. The traditional restriction to ruler and
compass alone goes back to antiquity, although the Greeks themselves did not hesitate to use
other instruments.

One of the most famous of the classical construction problems is, the so-called contact
problems of Apollonius (circa 200 B. C.%) in which three arbitrary circles in the plane are given
and a fourth circle tangent to all three is required.

In particular, it is permitted that one or more of the given circles have degenerated
into a point or a straight line (a «circle» with radius zero or. «infinity» respectively). For



example, it may be required to construct a circle tangent to two given straight lines and passing
through a given point. While such special cases are rather easily dealt with, the general problem
is considerably more difficult.

Of all construction problems, that of constructing with ruler and compass, a regular
polygon of n sides has perhaps the greatest interest. For certain valuesofn-e.g.n =3,4,5, 6 -
the solution has been known since antiquity. But for the regular heptagon (n = 7) the
construction has been proved impossible.

There are three other classical Greek problems for which a solution has been sought in
vain: to trisect® an arbitrary given angle, to double a given cube (i. e. to find the edge, of a
cube whose volume shall be twice that of a cube with a given segment as its edge) and to
square the circle (i. e. to construct a square having the same area as a given circle). In all
these problems, ruler and compass are the only instruments permitted.

Unsolved problems of this sort gave rise to one of the most remarkable and novel
developments in mathematics, when, after centuries of futile search for solutions, the suspicion
grew that these problems might be definitely unsolvable. Thus mathematicians were challenged
to investigate the question: How is it possible to prove that certain problems cannot be
solved?

In algebra, it was the problem of solving equations of degree 5 and higher, which led to this
new way of thinking. During the sixteenth century mathematicians had learned that algebraic
equations of degree 3 or 4 could be solved by a process similar to the elementary method for
solving quadratic equations. All these methods have the following characteristic in common: the
solutions or «roots» of the equation can be written as algebraic expressions obtained from the
coefficients of the equation by a sequence of operations, each of which is either a rational
operation - addition, subtraction, multiplication for division - or the extraction of a square root,
cube root, or fourth root.

One says that algebraic equations up to the fourth degree can be solved by «radicals»
(radix is the Latin word for root). Nothing seemed more natural than to extend this, procedure
to equations of degree 5 and higher, by using roots of higher order. All such attempts failed.
Even distinguished mathematicians of the eighteenth century deceived themselves into thinking*
that they had found the solution. It was not until early in the nineteenth century that the Italian
Ruffini (1765-1822) and the Norwegian genius N. H. Abel (1802-1829) conceived the then
revolutionary idea of proving the impossibility of the solution of the general algebraic equation
of degree by means of radicals. One must clearly understand that the question is not whether
any algebraic equation of degree possesses solutions. This fact was first proved by Gauss in his
doctoral thesis® in 1799. So there is no doubt about the existence of the roots of an equation,
especially since these roots can be found by suitable procedures to any degree of accuracy. The
art of the numerical solution of equations is, of course, very important and highly developed.

But the problem of Abel and Ruffini was quite different: can the solution be effected by
means of rational operations and radicals alone? It was the desire to attain full clarity about this
question that inspired the magnificent development of modern algebra and group theory started
by Ruffini, Abel and Galois.

The question of proving the impossibility of certain geometrical constructions provides one
of the simplest examples of this trend in algebra. By the use of algebraic concepts we shall be able
to prove the impossibility of trisecting the angle, constructing the regular heptagon, or doubling
the cube, by ruler and compass alone. (The problem of squaring the circle is much more difficult to
dispose of.) Our point of departure will be not so much the negative question of the impossibility



of certain constructions, but rather the positive question: How can all constructive problems be
completely characterized? After we have answered this question, it will be an easy matter to
show that the problems mentioned above do not fall into this category.

At the age of seventeen Gauss investigated the constructibility of regular «polygons»
(polygons with p-sides), where p is a prime number. The construction was the known only
for p = 3 and p = 5. Gauss discovered that the regular polygon is constructible if and only if p is a
prime «Fermat number», p = 22" + 1.

The first Fermat numbers are 3, 5, 17, 257, 65 537. So overwhelmed was young
Gauss by his discovery that he at once gave up his intention of becoming a philologist® and
resolved to devote his life to mathematics and its application. He always looked back on this first
of his great feats with particular pride. After his death, a bronze statue of him was erected in
Goettingen, and the pedestal was shaped in the form of a regular 17-gon.

When dealing with a geometrical construction’, one must never forget that the
problem is not that of drawing figures in practice with a certain degree of accuracy, but of
whether, by the use of straightedge and compass alone, the solution can be found theoretically,
supposing our instruments to have perfect precision®. What Gauss proved is that his
constructions could be performed in principle. His theory does not concern the simplest way
actually to perform them or the devices, which could be used to simplify and to cut down the
number of necessary steps. This is a question of much less theoretical importance. From a
practical point of view, no such construction would give® as satisfactory result as could be
obtained by the use of a good protractor. Failure properly to understand the theoretical character
of the question of geometrical construction and stubbornness in refusing to recognize well-
established scientific facts are responsible for the persistence of an unending line of angle-trisectors
and circle-squares.

Once more it should be emphasized that in some ways our concept of geometrical
construction seems artificial. Ruler and compass are certainly the simplest instruments for
drawing, but the restriction to these instruments is by no means inherent in geometry. As the
Greek mathematicians recognized long ago, certain problems - for example that of, doubling, the
cube - can be solved if, e.g. the use of a ruler in the form of a right angle is permitted; it is just
as easy to invent instruments other than the compass by means of which one can draw
ellipses, hyperbolas, and more complicated curves and whose, use enlarges considerably the
domain of constructible figures.

Comments

. may be bisected - mosxe OyTH po3/ieHHI HABIILT;
. circa 200 B. C. - 6aussko 200 p. 10 H. €.;
. to trisect - minuTH Ha TPH PiBHI YaCTHHU;
. deceived themselves into thinking - momunkoBo BBaxamu;
. doctoral thesis - nokTopchka aucepTatis;
. his intention of becoming a philologist - iioro Hamip ctatu ¢inosaorom;

7. when dealing with a geometrical construction - 3aiimarouncs (poOJIsSTIHM) FEOMETPUIHY
KOHCTPYKIIIO;

8. supposing our instruments to have perfect precision - 3a yMoBH, 110 y Hac € qy»e TOYHI
NpWIAAH,

9. no such construction would give - sxoiHa Taka KOHCTPYKIIis HE PU3Bena 0. ..
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Exercises
1. Read the text. Try to understand as much as possible of its content. See
comments.

2. Define the paragraph, which contains the main idea.

3. Find the sentences, which answer the following questions:

What is the essence of the Apollonius problem?

How many solutions of the problem are there?

What does the Apollonius circle degenerate into?

UNIT 3
NUMERALS
Pre-reading exercises.
1. Where do our numerals come from?
2. Why are Arabic numerals more useful than other numerals?
3. What effect did Arabic numerals have on the world?

We cannot live a day without numerals. Numbers and numerals-are everywhere. On this
page you will see number names and numerals. The number names are: zero, one, two, three,
four and so on'. And here are the corresponding numerals: 0, 1, 2, 3, 4, and so on. In a
numeration system? numerals are used to represent numbers and the numerals are grouped in a
special way®. The numbers used in our numeration system are called digits.

In our Hindu Arabic system* we use only ten digits: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 to represent
any number. We use the same ten digits over and over again® in a place value system® whose
base is ten.

These digits may be used in various combinations. Thus, for example, 1, 2, and 3 are used
to write 123, 213, 132 and so on.

One and the same’ number could be represented in various ways.-For example, take 3. It
can be represented as the sum of the numbers 2 and 1 or the difference between the numbers 8
and 5 and so on.

A very simple way to say that each of the numerals names the same number is to write an
equation — a mathematical sentence that has an equal sign (=) between these numerals. For
example, the sum of the numbers 3 and 4 equals the sum of the numbers 5 and 2. In this case we
say: three plus four (3+4) is equal to five plus two (5+2). One more example of an equation is as
follows: the difference between numbers 3 and 1 equals the difference between numbers-6 and 4.

That is three minus one (3 — 1) equals six minus four (6 — 4). Another example of an
equation is 3+5=8. In this case you have three numbers. Here you add 3 and 5 and get 8 as a
result. 3 and 5 are addends (or summands) and 8 is the sum. There is also a plus (+) sign and a
sign of equality (=). They are mathematical symbols.

Now let us turn to the basic operations of arithmetic. There are four basic operations that
you all know of. They are addition, subtraction, multiplication and division. In arithmetic an
operation is a way of thinking® of two numbers and getting one number. We were just
considering an operation of addition. An equation like 7 — 2=5 represents an operation of
subtraction.

Here seven is the minuend and two is the subtrahend. As a result of the operation you get
five. It is the difference, as you remember from the above®. We may say that subtraction is the
inverse operation of addition since 5+2=7 and 7 —2=5.



The same might be said about division and multiplication, which are also inverse
operations.

In multiplication there is a number that must be miltiplied. It is the multiplicand. There is
also a multiplier. It is the number by which we multiply. When we are multiplying the
multiplicand by the multiplier we get the product as a result. When two or more numbers are
multiplied, each of them is called a factor. In the expression five multiplied by two (5x2), the 5
and the 2 will be factors. The multiplicand and the multiplier are names for factors.

In the operation of division there is a number that is divided and it is called the dividend,
the number by which we divide is called the divisor. When we are dividing the dividend by the
divisor we get the quotient. But suppose you are dividing 10 by 3. In this case the divisor will not
be contained a whole number of times™ in the dividend. You will get a part of the dividend left
over". This part is called the remainder. In our case the remainder will be 1. Since multiplication
and division are inverse operations you may check division by using multiplication?.

There are two very important facts that must be remembered about division. a) The
quotient is 0 (zero) whenever the dividend is 0 and the divisor is not 0. That is, 0: n is equal to 0
for all values of n except n=0. b) Division by 0 is meaningless. If you say that you cannot divide
by 0 it really means that division by 0 is meaningless. That is, n:0 is meaningless for all values
of n.

Comments
. SO ON - Tak Ja;
. In a numeration system - y cucremi gucesn;
. the numerals are grouped in a special way. - uncia, 3rpyrnoBaHi 0COOJIMBUM CIIOCOOOM;
. in our Hindu Arabic system - y Haiiif apaOCbKiii cucTeMi uyuce,
. over and over again - 3HOBY i 3HOBY;
. in a place value system - y cuctemi OIiHIOBaHHS;
. one and the same - oxHe i Te X;
. away of thinking - crioci6 mipkyBaHHs (pileHHs);

9. as you remember from the above-skx Bu mam'sTaere 3 TONEPETHHOTO
(BUIIICBUKIIAJICHOTO);

10. whole number of times in the dividend - 3aranpHa KiJbKICTh pa3iB y ALTMMOM;

11. you will get a part of the dividend left over.- Bu orpumMyete yacTiHy Bij IiIMMOTO;

12. you may check division by using multiplication - nineHHs nepeBipsOTH MHOXKECHHSIM.
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Exercises
1. Read the text. Try to understand as much as possible of its content. See
comments.
2. Define the main idea of the text.
3. Formulate the main outlines of the text.

UNIT 4
PROBABILITY OF OCCURENCE
Pre-reading exercises.
1. What is the probability of success in the mathematical language?
2. What is the probability of failure in the mathematical language?
3. What is the probability of occurrence?



Here are nine circles. Look at them. Five are black; four are white. If you were told to
cover one circle with your finger, you might choose any one of the nine. But you are more likely
to choose a black circle than a white, because there are more black circles than white ones.

Indeed, the probability that you will cover a black circle is 5, the ratio of the number of black
9

circles to the total number of circles.

In mathematical language the choice, the probability of success is the ratio of the number
of ways in which the trial can succeed to the total number of ways in which the trial can result.
Here nothing favors the choice of any particular circle; they are all on the same page, and you are
just as likely to cover one as another. The trial can succeed in five ways; there are five black
circles.

The trial can result in nine ways; there are nine circles in all'. If p represents the

possibility of success, thep =5
9

Similarly, the probability of failure is the ratio of the number of ways in which the trial
can fail to the total number of ways in which it can result.
If g represents the probability of failure,

in this case g = 4 . Notice that the sum of probabilities of success and failure is 1. If you
9

put your finger on a circle, it is certain to be either a black circle or a white one, for no other kind

of circles is present. Thus p+q=5+4 =1.
9 9

The probability an event will occur cannot be more than 1. When p=l, success is a
certainty. When g=I, failure is sure.

Let 5 represent the number of ways in which a trial can succeed. And let f represent the
number of ways in which a trial can fail.

p=_S _0=_S ;p+g=_S +_5S =1

S+ f S+ f S+f S+ f

When S is greater than /, the odds are S to f in favor of success?, thus the odds in favor of
covering a black circle are 5 to 4.

Similarly, when / is greater than 5, the odds are f to S against success®. And when S and /
are equal, the chances are even success and failure are equally likely. Tossing a coin illustrates a
case in which S and f are equal.

There are two sides to a coin, and there is no reason why* a normal coin should fall one
side up rather than® the other. So if you toss a coin and call heads, the probability that it will fall

heads is 1 .
2

Suppose you toss a coin a hundred times. For each of the hundred trials the probability
that the coin will come down heads is. You might expect fifty of the tosses to be heads. Of
course, you may not get fifty heads. But the more times you toss a coin, the closer you come to
the realization of what you expect.

If p is the probability of success on one trial, and K. is the number of trials, then the
expected number is Kp. Mathematical expectation in this case is defined as Kp.

Comments
1. in all - yce, 3aramnom;
2. in favor of success - y pasi ycrixy, SKIIO MOIACTUTh;
3. success against - He CIpUATH yCIIXY;



4. there is no reason why a normal coin should fall one side up rather than the other - i ue
ICHY€ TIOSICHEHHS TOTO (Ti€l MPUYMHN) YOMY 3BUUYaiiHa MOHETA YacCTilIe Maa€e Ha OJJHY CTOPOHY.

Exercises
1. Read the text. Try to get the main idea of the text.
2. Divide the text into logical parts. Entitle each of them.
3. Find professional oriented words in the text and give their Ukrainian equivalents.
4. Write a short plan of the text to help you while speaking on the Probability of
Occurrence.

UNIT 5

DEPENDENT, MUTUALLY EXCLUSIVE AND INDERPENDENT EVENTS

Pre-reading exercises.

1. When does in mathematics one event depend on another?

2. When are two events mutually exclusive?

3. When are two events independent?

Sometimes one event is dependent on another. Consider a group of your class-mates
drawing (Butsrae) slips (muctku) of paper numbered from 1 to 20. Suppose that anyone drawing
a number exactly divisible by 5 is rewarded that is there are four ways of succeeding and twenty
possible results. X draws first, you draw next. If X were successful, your chances of success
would be decreased; if X were unsuccessful your chances would be increased.

Probability of X's trial succeeding: p:%. Probability for you, if X succeeds: p=3 .
19

Probability for you if X fails: p=4 . Some events are mutually (ma B3aem) exclusive
19

(B3aemoBukirouni). Thus, there might be a penalty attached to drawing the number 13 in the
situation described above. But no one can draw both the number 13 and at the same time draw a
number divisible by 5; drawing one excludes (Buk:irouae) the possibility of drawing the other. Of

course, the probability of X's getting either a reward (maropomy) or a penalty is -_2_; if she got
20

neither, the 20 probability that you would get one or the other is > . When two events are
19

mutually exclusive the probability that either one or the other will occur is the sum of the
separate probabilities. Many events with which people must deal are independent; they occur
without affecting each other in any way. Thus if two coins were tossed at the same time or one
after the other, the fact that one fell (smama) heads would not affect the way the other fell.
Suppose you toss two coins. If you call them coin A and coin B, it is easy to see that the trial can
result in four ways. (1) Both coins, JI and B, might come down heads. (2) Both coins, A and B,
might come down tails. (3) Coin A might show heads and coin B might show tails. (4) Coin A
might show tails and coin B might show heads. Since there are four possible results, the

probability of any one result is 1 . This probability is the product of the separate probabilities in
4

each case. 21. For instance (manpukian), take the first case. For coin A to come down heads: p =

1 For coin B to come down heads: p =1 . For both coins to show heads: p=1+1 =1,
2 2 2 2 4

When two events are independent, the probability that one as well as the other will occur
is the product of the separate probabilities.



Of course, you might not be able to distinguish (Bizpisustu) between the third and the
fourth result; perhaps you could observe only that one coin shows heads and the other tails. Since

there are two ways in which this situation can occur, out of four possible results, p=2.
4

Exercises

1. Read the text and define the main idea of it.

2. Divide the text into logical parts. Entitle each of them.

3. Ask questions on the text.

4. Answer the questions in connections with the text. Be ready to retell the text:

1. Slips of paper numbered 1, 2, 3, 4, and 5 are placed face down on the table. The slip is
chosen at random (0BiIBHO).

What is the probability tails the number of the slip is 4?

What is the probability that tails number of the slip is odd?

What is the probability that the number of the slip is even?

2. Suppose you are shown 10 boxes, one of which contains something while others are
empty. You’are allowed to choose one box. What is your mathematical expectation?

3. Four coins are tossed. What is the probability that all will fall tails?

Unit 6
COMPUTERS
Pre-reading exercises.
1. What do you know about the computers?
2. Would you list the essential constituent parts of a digital general-purpose computer?
3. What is the usual method for inputting data for processing into a computer?

We might list the essential constituent parts of a digital general-purpose computer as
follows. First, core store* (sometimes called memory) for holding, numbers, both those
forming the data of the problem and those generated in the course of the calculation. It is
also used for storing program instructions® Second, an arithmetic unit, and a device for
performing calculations on those numbers. Third, a control unit®, a device for causing the
machine to perform the desired operations in the correct sequence. Fourth, input devices®
whereby numbers and operating instructions* can be supplied to the machine, and fifth,
output devices for displaying the results of a calculation. The input and output devices are
called-peripherals®.

The usual method for inputting data for processing into a computer is via an input
peripheral such as a punched card reader® or punched paper tape recorder or from magnetic tape.
The computer is programmed to accept data in any or all of these media. The computer
operator, in order to start the input process, will type a «go» message on the console
typewriter’. For real time processing the operator will use an interrogating typewriter. This
asks a question of the computer about the state of specific files of data already on toe to
the computer. The data may be stored, or it may be sorted according to a plan desired by the
programmer. It may be merged with existing information already in the store. Or, if we want
immediate answers' or output it could be by printer’, that is an output device for spelling
out computer results as numbers, symbols or words. These vary from high-speed printers to
electric typewriters.



THE MAIN PARTS OF THE SYSTEM

There are many hardware pieces in a computer system. Some are: the system board,

power supply, keyboard, mouse, hard drive, monitor and the video card and its drivers.
THE CASE

The large metal box that is the main part of the computer is called the case. The case and
its contents (power supply, system board, etc.) is called the system unit. The case has several
functions:

» protects the delicate electronics inside.

> keeps electromagnetic emissions inside so your TV, cordless phone, and stereo don't
go haywire when you power up the computer.

» can also hold the monitor.

Don't remove the case's cover unless you need to do something inside the unit, and
always replace the cover when you are done.

THE KEYBOARD

You communicate with your computer with the keyboard.

With it, you type instructions and commands for the computer, and information to be
processed and stored. Many of the keys on the keyboard are like those on a typewriter; letter
keys, punctuation keys, shift keys, tab, and the spacebar, your keyboard also has many
specialized keys.

The instruction manuals for most software applications contain a section describing the
functions of each key or combination of keys.

THE MOUSE

The mouse works by sliding it around (ball down) on a flat surface. The mouse does not
work if you hold it in the air like a remote control! The desktop is fine, but a ready-made mouse
pad is the best surface to roll the mouse on. Its surface is flat and usually somewhat textured. If a
surface is too smooth or rough, the ball inside can slip. As you glide the mouse, the ball inside
moves in the direction of your movement. You will see the arrow on your screen moving in
unison. The arrow is called a pointer, and the most important part is the very tip of its point.
That's the only part the computer pays attention to. To use the mouse, slide it on the mouse pad
until the pointer's point is on something, like a button or an icon. Then:

Click — position the mouse pointer over an element and press and release the left mouse
button one time.

Double-click — same as above except press the mouse button twice in quick succession
without moving the mouse between clicks. It may take a little practice to not twitch the mouse
when you first start double-clicking. Usually you double-click on an icon to start the program.

Drag — position the mouse pointer over an element, press and hold the left mouse button,
and drag the mouse across the screen. The pointer moves, dragging the element. At the desired
location, release the mouse button. The pointer lets go of whatever it was dragging. An excellent
way to practice using the mouse is to play the Solitaire game that comes with Windows.

THE MONITOR

Your computer is not complete without the monitor, a TV-like device that usually sits on
top of the computer. The monitor displays text characters and graphics. It allows you to see the
results of the work going on inside your system unit. The image that you see is made up of tiny
dots called pixels. The sharpness of the picture depends on the number and size of these pixels.

The more pixels, the sharper the image. This is called resolution. A display adapter card
is actually what builds the video images; the monitor simply displays them. The display adapter



for your system is either built onto the system board or is an expansion card plugged into your
system board.

Comments
. core store (memory) - 3anam'aToByIOYUI IPUCTPIi;
. storing program instructions - 30epiranus (3anaM'sTOByBaHHS ) KOMaH/I;
. control unit - mpuctpiit (6J10K) yrpaBIiHHS;
. Operating instruction - onepariiiina KOMaH/a;
. input/output devices (peripherals) - mpucTpiii BBOay/BUBOILY;
. punched card reader - mpuctpiii (171s1) 3UUTYBaHHS 3 IEPPOKAPTH;
. console typewriter, printer - npykyrouuii npucTpiii.
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Exercises

1. Read the text. Be ready to list the essential parts of a digital general-purpose
computer.

2. Ask questions with reference to the parts of a computer.

3. Entitle each paragraph.

4. Read the text about the main components of the computer and fill in the chart. Check
the time required to read the text Are you reading faster than you used to?

Chart 1

The part Its function

UNIT 7
THE PERSONAL COMPUTER
Pre-reading exercises.
How do you define the term “a personal computer”?
What are the major characteristics of a personal computer?
Do you have a personal computer at home?

A personal computer is a small computer based on a microprocessor; it is a
microcomputer. Not all microcomputers, however, are personal computers. A microcomputer can
be dedicated to a single task such as controlling a machine® tool or matering the, injection of
fuel into an automobile engine; it can be a word processor?, a. video game or a “pocket
computers” that is not quite a computer. A personal computer is something different: a stand-
alone computer® that puts a wide array of capabilities at the disposal of an individual. We define
a personal computers a system that has all the following characteristics.

The price for the computer system within the reach of* individual buyers.

The system either includes or can be linked to secondary memory® in the form of cassette
tapes or disks.

The microprocessor can support a primary-memory capacity® of 64 kilobytes or more. (A
kilobyte is equal to 2'°, or 1,024 bytes. A byte is a string of eight bits, or binary digits. One byte




can represent one alphabetic character’ or one or two decimal digits A 64-kilobyte memory can
store 65,536 characters, or some 10,000 words of English text).

The computer can handle at least one high-level language, such as Basic, Fortran or
Cobol. In a language of this kind instructions can be formulated at a fairly high level of
abstruction and without taking into account the detailed operations of the hardware®.

The operating system facilitates an interactive dialogue; the computer responds
immediately (or at least quickly) to the user’s actions and requests.

Distribution is a largely trough mass-marketing channels, with emphasis on sales to
people who have not worked with computer before.

The system is flexible enough to accept a wide range of programs serving varied
applications; it is not designed for a single purpose or a single category of purchasers.

The definition will surely changed as improved technology makes possible — and as the
marketplace demands — the inclusion of more memory and of more special hardware and
software’ features in the basic system.

Comments
. controlling a machine - ynpasiiHHS MaluHOIO;
. word processor - mporiecop (i) 00pOOKH TEKCTiB, TEKCTOBHI IPOLIECOP;
. stand-alone computer - aBTOHOMHHMI KOMIT'IOTE;
. ....Is within the reach of - y mexax mocspkHOCTI;
. secondary memory - BTOpMHHA I1aM'sITh, TIaM'sITh JIPYTOTrO PiBHS,
. primary-memory capacity-nepBuHHa 11am'sITb;
. alphabetic character - 3uHak andasity (MOBH);
. hardware - anapathi 3aco6u (Ha BiZIMiHY Bijl IPOTrpaMHHUX);
. software - mporpamue 3a0e3mnedeHHs.

B WD e

© 00 N o O

Exercises

1. Read the text. Be ready to speak on the main characteristics of a personal
computer.

2. Read the new words aloud and get to know their Ukrainian equivalents Define the
meaning of the new words in the sentences.

1. HARDWARE anapathe 3a0e3medeHHs My friend is a specialist in computer hardware.
2. BOARD nomka The floor of the house was covered with
SYSTEM BOARD cucremna miara boards.

3. POWER What is the power of this engine?

CWJIa, IOTYKHICTb, EHEPTis;
MPHU3BOJIATH 10 PYXY

4. KEYBOARD The computer is already on the desk, but the
KJaBiaTypa keyboard has not been unpacked yet.

5. MOUSE 1)Women were afraid that there might be mice
1 )MbImIa in the house.

2) mbitna (pUCTpiit 11 TO3HAYCHHS) 2) Usually it takes some time to learn to use a

mouse.




6. TO PROCESS

Thanks to computers we can process |

00pobIaTH information millions times quicker
PROCESSOR CPU stands for the central processor unit.
MpOoLECOp

7. DRIVE The drives can read and write on diskettes.
JOUCKOBOJ

8. DRIVER Drivers are one of the components of a

nporpama 3 KepyBaHHsI IPUCTPIIMHU

computer.

9. CASE
1) Bumamok
2) xopoOka, QyTisp, KOxKyX

1)Telephone the safety engineer in case of
emergency.
2) We decided against moving the case's cover.

10. CONTENTS

I do not know the contents of this book. You

3MICT can find the necessary information in the
contents of the book.

11. TYPE The text of the contract will be ready in an

JPyKyBaTu hour, the secretary is already typing it.

12. KEY How many letter keys are there on this

KJIaBimia computer keyboard?

13. MANUAL 1) Two manuals come with this computer.

1) nOBiTHUK, PyUYHUI

2) Automation makes manual labour
unnecessary.

14. SOFTWARE
[Iporpamue 3abe3neyeHHs

You can buy a computer and the necessary
software as well.

15. APPLICATION

Nobody expected that the application of this

3aCTOCYBaHHS device is so wide.

16. SLIDE The surface was wet and nothing could prevent
KOB3aTH the machine from sliding down.

17. REMOTE This remote control needs 4 batteries to power
BiITaJICHUH, TaJICKUA it. He is a remote relative of mine.

18. ROUGH Tractors can easily drive along rough ground.
HEPIBHUH, HIOPCTKUI

19. ARROW Draw an arrow on the map to show the
CTpiloYKa direction of the movement.

20. SCREEN The music started playing and everybody
eKpaH looked at the screen

21. POINTER You can move the pointer on the screen with
MOKaXYHK, yKa3Ka the help of the mouse.

22. BUTTON 1) The boy has lost a button from his jacket.

1) rya3uk 2) Press the button to switch on the device.

2) KHOTIKa

23. GAME What sports games do you like playing?

rpa

24. DISPLAY The British tend not to display much emotion in

BHUCTABJIATH, IIOKa3yBaTH

public.
A few figures were displayed on the screen.




25. CHARACTER

You can type letters and other characters using

CHUMBOJI this keyboard.

26. DOT A dot is one of the two characters of the famous
Kparka Morse code.

27. SHARP There were many Sharp arrows prepared for the

TOCTPH, pi3KUii

competition.
Those scissors are sharp. The TV picture isn't
very sharp.

28. RESOLUTION
PospimryBanbpHa 31aTHICTh

Resolution is one of the characteristics of the
monitor.

29. PLUG Of course the radio is not working, you have

3aTUKATH not plugged it in.

PLUG IN

BCTaBHUTH IITEIICENH (Y PO3ETKY)

30. STRAIN Not all the people can stand the strains of

HATST, HallpyTa, HABAHTa)KEHHS cosmic flights.

31. REDUCE Much is being done to reduce air pollution in

3MCHIITYBaTH, 3HIKYBATH large cities.

32. ADJUST The body quickly adjusts to changes in

IPHUCTOCOBYBATH(CS) temperature. If the chair is too high you can
adjust it to suit you.

33. ANGLE They have measured the angles of the triangle.

KyT

34. A SCREEN SAVER
pEeXMM BHMKHEHHS €KpaHy IIpH Iay3ax B
poOoTi

Nobody knew how to set a screen saver to
switch off the monitor screen.

35. IDLE
HesaltHsaTuid; (mexw.)
XOJOCTHH (X11), pob0Ta B X0JIOCTY

Being idle for a long time is not good for
teenagers. The idling speed can be adjusted by
turning this handle.

3. Read and translate the sentences into your native language.

1. a) There were a lot files on the desk.

b) It took operator some time to find the necessary file.

2. a) You can use only floppy disks with this computer
b) This hard disk holds more information than 100 floppies.

3. a) This floppy drive is usually referred to as drive A..
b) All the references are usually located at the end of the article.

4. a) According to the readings of the instrument a considerable amount of fuel was

stored in the tank.

b) The speed of the rocket carrier amounts to eight kms per second.




5. a) The access to the mountain village was extremely difficult because of many rapid
rivers.
b) You can get access to a great amount of information with the heb of CD-ROM.

6. a) This computer is not IBM-compatible.
b) The account section has been completely computerized.

4. Describe the essential components of a personal computer in detail.
5. Ask questions with the reference to the parts of a personal computer.

6. Retell the text following the outlines given below.
» the subject of the text;

» the definition of a personal computer;

» the microprocessor of a computer;

» the operating system.

UNIT 8
TEXT 1
DO TRANSLATING MACHINES EXIST?
Pre-reading exercises.
1. Electronic, computers are the only kind of machine with which one could hope to
translate one language into another. Comment on this statement, please.
2. What is the first step for machine in the translation process?
3. Why have the resulting “translations” been sometimes bizarre?

Translating machines have been built many times. None of them, however, has done
its job well enough to be put into practical use. However, research on translating machines has
gone on continuously, ever since the birth of the electronic computer in the late 1940s.
Electronic, computers are the only kind of machine with which one could hope to translate
one language into another. Most attempts to do so have used general-purpose computers®; the
problem, then, is to write programmes, or lists of instructions, which will enable the computer
to carry out the many logical processes involved in translating?.

Let, us suppose® that we have a French text to be translated into English, and it is in a
form which the; machine can read — it might be on paper tape with holes punched in it*. The
first step in the translation process is for the machine to «look up» each French word in its own
internal dictionary. Of course, merely substituting an equivalent English word doesn't produce
an intelligible translation. The machine also has to know® something about grammar, in order to
analyze the relations between the words, of each French sentence and then construct a
corresponding English sentience. Machines, which can do this, with various languages, have
been built in several countries. However, the resulting «translations» have sometimes been
bizarre. The commonest problem is where a word could mean either of two different things. A
human translator would know which meaning to choose, from the context. But machines have
been known to make the wrong choice® with hilarious results.



If a machine is to make usable translations, the machine itself must be able to extract some, at
least, of the meaning of the text. This is what scientists are now trying to achieve in several
countries including the USA, Britain and France. Most of them are doing theoretical work - they
aren't yet ready to try to build working translating machines. Such machines appeared in 1980s.
Their task is to produce comprehensible, if not elegant, translations of vast masses of technical
literature. But machines, which can translate speech, are much further off; and a machine, which can
make an aesthetically satisfying translation of Shakespeare’s plays, is unlikely ever to be built’.

Comments

1. general-purpose computer — yHiBepcajlbHa OOYHCIOBajIbHA MalllkuHAa

2. many logical process involved in translating - 6ararosiorigdi porlrecu
BKJIFOYECHI Yy IIepeKIamg

3. let us suppose - TpUILyCTIMO

4. on paper tape with holes punched in it - ma nnepdopoBaniii nmanreposBiu
cTpiviri

5. has to know - moBuUHEH 3HATH

6. but machines have been known to make the wrong choice - ane Bimomo
oo MalniImmHHM BI/I6I/IpaI—OTI) HC TC SHAYCHHIs, sIKC Hi,Z[XOZ[I/ITB 3a KOHTCKCTOM

7. ..... is unlikely ever to be built - meBHO HiKOIH HEe OyI€ CTBOPCHUMN

Exercises

1. Ask questions on the text.
2. Divide the text into logical parts. Entitle each of them.
3. Give a summary of the text.

TEXT 2
COMPUTERS — MASTERS OR SERVANTS

Pre-reading exercises.

1. What is the «Reading Evening Post»?

2. Computers are going to be the driving force behind a second industrial revolution, just as
the steam engine was in the first. Is it relevant?

3. Modern computers...... . Masters or servants?

The «Reading Evening Post» is a newspaper that might never have been born if it were not
for computers'. Up to the moment when the reporters' stories are ready to be set up in type?, it is
very like any other local newspaper but from then on it is unique. Instead of the usual row of
noisy, dirty typesetting machines®, casting molten metal into a line at a time, there are 12 men
in clean white collars sitting at a typewriter keyboards. And the 12 operators get through a
quantity of work, which would have required* 23 men using ordinary typesetting machines.

For example, instead of talking a quarter of an hour to change from one type face and
length of line to another, it takes only seconds to type out the necessary instructions to the
computer.

Computers are going to be the driving force® behind a second industrial revolution, just as
the steam engine was in the first. Many people will be reduced to acting as servants of a computer,
doing jobs such as reading handwriting, which it is difficult or impossible to build a machine to do.

At the other end of the scale there will be the elite who design the computers write the
programmes, and decide what work the machine should be put to®.



The computer servants will get good money and short hours in return for their drudgery’,
but no prospect of satisfaction or advancement through their work. The alternative is to plan
computer systems so that everyone plays a part in directing the machine as well as serving it.

Comments
. if it were not for computers - sxmo 6 He KOMIT'FOTepH
. ready to be set up in type - roToBi 10 IpyKyBaHHS
. typesetting machines - minoTtumnu
. would have required - Bumaraso 0...
. computers are going to be driving force - oGuncrOBaIbHI MaIIMHKA CTAHYTh PYIIIHHOO
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CHJIOIO
6. decide what work the machine should be put to - BupimuTy, siky poGoTy HOKIacTH Ha
MalIiHy
7. drudgery - Baxka, Hy1Ha po0OoTa

Exercises

1. Look through the text. Try to understand its content.

2. See comments to the text and define the main idea of it.
3. Ask questions on the text.

4. Give a summary of the text.

TEXT 3
THE COMPUTER WE USE AT UNIVERSITY

At the university you have a special subject — computer science where you leam to use
computers properly. You also use computers studying other subjects.

Task 1. Speak on the computer you work on:

the model of the computer you use;

the type and number of disks it has;

the volume of memory;

the type of extras;

the kind of monitor;

what machines it is compatible with;

what programs you can use with it;

the advantages and disadvantages this computer has.
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Task 2. Pairwork. You are in the shop which sells electrical goods.
Customer: Choose what you are going to buy (a video, a computer, a sound system), fill
in the form below and then visit several shops to find and buy the thing you want.

CUSTOMER
Type of equipment

Model

Price range

Other requirements




Shop assistant: Choose what you are going to sell (videos, computers, sound systems),

fill in the form below.

In the shop give all the necessary information to the customer and try to sell the

equipment.

Type of equipment

SHOP ASSISTANT

Models

Prices

Other details

Task 3. Discussion. More and more people begin using computers in their work. Some of
them cannot imagine their life without this invention of the 20th century. Children find computer
games very interesting. Are computers one of the greatest or the most dangerous inventions?

Say whether you use a computer in your work or for playing computer games. Do you use
your computer in any other way or for any other purposes?

a) Read the following arguments. Think of some more.

Computers are one of the greatest
inventions

Computers are one of the most dangerous
inventions

1. They save a lot of time.

1. They are dangerous for your health.

2. They can do calculations and other things
which are not interesting for people to do.

2. People waste a lot of time playing computer
games.

3. They help you to process information.

3. You can lose the results of your work if
something goes wrong with the computer.

4. You can learn many things using a
computer as a tutor.

5. You can relax playing computer games.

4. Some people live in a virtual reality not in the
real world.

5. Children cannot do the simplest arithmetic sums
because they rely on computers

b) Discuss the problem in groups of 3 —

5 students in order to make a decision.

¢) Fill in the chart and give your reasons.

Arguments Group 1 Group 2 Group 3 Group 4

Computers are one of the greatest
inventions

Computers are one of the most
dannerniis inventions

TEXT 4
APPLICATION OF COMPUTERS

Pre-reading exercises.

1. What is the computer system connected with?
2. What does a railway's computer system get on a typical day?
3. Railway computer systems are not used for reservations alone, are they?




Railways use large computer systems to control ticket reservations and to give immediate
information on the status of its trains. The computer system is connected by private telephone
lines to terminals in major train stations and ticket reservations for customers are made through
there. The passenger's name, type of accommodation and the train schedule is put into
computer's memory.

On a typical day, a railway's computer system gets thousands of telephone calls about
reservations, space on other railways, and requests for arrivals and departures. A big advantage
of the railway computer ticket reservation system is its rapidity because a cancelled booking can
be sold anywhere in the system just a few seconds later. Railway computer systems are not used
for reservations alone.

They are used for a variety of other jobs including schedule, planning, freight and cargo
loading, meal planning, personnel availability, accounting and stock control.

Exercises
1. Read and translate the text using a dictionary.

2. Retell the text: a) in a brief form; 6) in details.

UNIT 9
Text 1. Short introduction to mathematics

The greatest mathematicians like Archimedes, Newton and Gauss have always been able
to combine theory and applications into one.

Felix Klein (1849-1925)

Mathematics has more than 5000 years of history. It is the most powerful instrument of
the human mind, able to precisely formulate laws of nature. In this way it is possible to dwell
into the secrets of nature and into the incredible, unimaginable extension of the universe.

Mathematics is the study of quantity, structure, space, and change. Mathematicians seek
out patterns, formulate new conjectures, and establish truth by rigorous deduction from
appropriately chosen axioms and definitions.

There is debate over whether mathematical objects such as numbers and points exist
naturally or are human creations. The mathematician Benjamin Peirce called mathematics "the
science that draws necessary conclusions”. Albert Einstein, on the other hand, stated that “as far
as the laws of mathematics refer to reality, they are not certain; and as far as they are certain,
they do not refer to reality."

Through the use of abstraction and logical reasoning, mathematics evolved from
counting, calculation, measurement, and the systematic study of the shapes and motions of
physical objects. Practical mathematics has been a human activity for as far back as written
records exist. Rigorous arguments first appeared in Greek mathematics, most notably in Euclid's
Elements. Mathematics continued to develop, in fitful bursts, until the Renaissance, when
mathematical innovations interacted with new scientific discoveries, leading to an acceleration in
research that continues to the present day.

Fundamental branches of mathematics are: algebra, geometry and analysis.

Algebra is concerned with, at least in it original form, the solution of equations.
Cuneiform writing from the days of King Hammurapi (eighteenth century BC) document that the
practical mathematical thinking of the Babylonians was strongly algebra-oriented. On the other
hand, the mathematical thought of ancient Greece, whose crowning achievement was the



appearance of Euclid's The Elements (around 300 BC), was strongly influenced by geometry.
Analytical thinking, based on the notion of limit, was not systematically developed until the
creation of calculus by Newton and Leibniz in the seventeenth century.

Important branches of applied mathematics are aptly described by the following
indications:

» ordinary and partial differential equations (describing the change in time of systems
of nature, engineering and society),

» the calculus of variations and optimization,

» scientific computing (the approximation and simulation of processes with more and
more powerful computing machines).

Foundations of mathematics are concerned with mathematical logic and set theory. These
two branches of mathematics did not exist until the nineteenth century. Mathematical logic
investigates the possibilities, but also the limits of mathematical proofs. Because of its by nature
very formal development, it is well-equipped to describe processes in algorithms and on
computers, which are free of subjectivity. Set theory is basically a powerful language for
formulating mathematics.

Today, mathematics is used throughout the world as an essential tool in many fields,
including natural science, engineering, medicine, and the social sciences. Applied mathematics,
the branch of mathematics concerned with application of mathematical knowledge to other
fields, inspires and makes use of new mathematical discoveries and sometimes leads to the
development of entirely new disciplines. Mathematicians also engage in pure mathematics, or
mathematics for its own sake, without having any application in mind, although practical
applications for what began as pure mathematics are often discovered later.

In modern mathematics there are opposing tendencies visible. On the one hand, we
observe an increase in the degree of specialization. On the other hand, there are open questions
coming from the theory of elementary particles, cosmology and modern technology which have
such a high degree of complexity that they can only be approached through a synthesis of quite
diverse areas of mathematics. This leads to a unification of mathematics and to an increasing
elimination of the non-natural split between pure and applied mathematics.

The history of mathematics is full of the appearance of new ideas and methods. We can
safely assume that this tendency with continue on into the future.

Glossary
abstraction - abctpakirist
algorithm - agropurm
appropriately chosen akciom and definitions - perenpHO BifiOpaHi akcioMH Ta

BU3HAYCHHS

approximation - anpokcumartisi, HaOJIV>KEHHS

assume safely - 3 yneBHeHicTIO npuImyckatu

be aptly described - 6yTu Bmiso onrcaHuMHU

be concerned with smth — matu BigHOIIEHHS 10 YOrOCh, OYTH 00I3HAHUM Y YOMYCh

be free of subjectivity - 6yTu mo36asineHrM Cy0'eKTHBHOCTI

calculation - po3paxyHok

calculus (also: Heckinuenno calculus) - oO4YMCICHHS HECKIHYEHHO MalliX 3HAYCHb,
nudepeHIiiagbHe Ta IHTerpaibHe YNCIICHHS; MaTEeMaTUYHUN aHaJi3

counting - migpaxyHoOK



crowning achievement - roioBHE TOCSATHEHHS

cuneiform writing - kuHOITHC

develop in fitful bursts - pozsBuBatucs cTpudbKoONOAIOHO

dwell into the incredible, unimaginable extension of universe - mi3HaBaTu HeWMOBIipHE,
HEMMOBIpHUI MPOCTIP BCECBITY

dwell into the secrets of nature - mi3HaBaTH cekpeTH IPUPOIU

elimination of non-natural split between smth - ycyHeHHS HEPUPOIHOTO MOy TOMIXK
YUMOCH

formulate new rirmoresu - opmyJIFOBaTH HOBI T1MOTE3H

lead to an acceleration - mpu3BOUTH A0 IPUCKOPCHHS

measurement - Bumip

ordinary and partial differential equation - mpocre i mapuianbHe audepeHIiaTbHE
PIBHSHHS

point - kpamka

precisely formulate laws of nature - Touno hopmytOBaTH 3aKOHH TIPUPOTH

rigorous deduction - Tounuii BuCHOBOK synthesis of smth - cunTe3 yoro-ueOy b

systematic study of the shapes and motions of physical objects - manomipae BuBUeHHS
dbop™m 1 pyxiB Gi3UIHHX 00'€KTIB

unification - 00'eqnannas

Exercises

1. Can you remember these phrases and expressions from the article you’ve just
read? They are in the order they appeared.

1) toseek outp ...

2) to draw necessary c ...

3)torefertor ...

4) to interact with new scientific d ...

5)s ... of equations

6) s ... of process

7) mathematical 1 ... and set t ...

8) application of mathematical k ...

9) development of entirely new d ...

10)  theory ofe ... particles

11)  highd ... of complexity

12) diverse a ... of mathematics

2. Match the following words from the text to form word partnerships. Refer to the
text only if you need to.

1) logical arguments

2) rigorous mathematics

3) analytical  science

4) essential ~ application

5) natural reasoning
6) applied mathematics
7) pure tool

8) practical  tendency
9) opposing  thinking



3. The following nouns form strong partnerships with the word mathematical. Find
3 more in the article you have just read.

mathematical

knowledge

discovery

4. Answer the following questions.

1) How can the term “mathematics” be defined?

2) What does mathematician’s job involve?

3) What are the opposite views on mathematical objects?

4) How did mathematics evolve?

5) What are the fundamental branches of maths and their basic notions?

6) What are the main indications of applied Mathematics?

7) When did mathematical logic and set theory appear? What do these branches deal
with?

8) What fields is maths used nowadays in?

9) Why is pure mathematics called “maths for its own sake”?

UNIT 10
Text 2. History of mathematics

The word "mathematics" comes from the Greek pdabnuo (mathéma), which means
learning, study, science, and additionally came to have the narrower and more technical meaning
"mathematical study", even in Classical times. Its adjective is poOnuotikog (math&€matikos),
related to learning, or studious, which likewise further came to mean mathematical. In particular,
padnuotik téyxvn (mathématik t€khné), in Latin ars mathematica, meant the mathematical art.

The apparent plural form in English, like the French plural form les mathématiques (and
the less commonly used singular derivative la mathématique), goes back to the Latin neuter
plural mathematica (Cicero), based on the Greek plural Ta pabnpatikd (ta mathématika), used by
Avristotle, and meaning roughly "all things mathematical”; although it is plausible that English
borrowed only the adjective mathematic(al) and formed the noun mathematics anew, after the
pattern of physics and metaphysics, which were inherited from the Greek. In English, the noun
mathematics takes singular verb forms. It is often shortened to maths, or math in English-
speaking North America.

The evolution of mathematics might be seen as an ever-increasing series of abstractions,
or alternatively an expansion of subject matter. The first abstraction, which is shared by many
animals, was probably that of numbers: the realization that two apples and two oranges (for
example) have something in common.

In addition to recognizing how to count physical objects, prehistoric peoples also
recognized how to count abstract quantities, like time — days, seasons, years. Elementary
arithmetic (addition, subtraction, multiplication and division) naturally followed.

Further steps needed writing or some other system for recording numbers such as tallies
or the knotted strings called quipu used by the Inca to store numerical data. Numeral systems
have been many and diverse, with the first known written numerals created by Egyptians in
Middle Kingdom texts such as the Rhind Mathematical Papyrus. The Indus Valle civilization
developed the modern decimal system, including the concept of zero.

The earliest uses of mathematics were in trading, land measurement, painting and
weaving patterns and the recording of time and nothing much more advanced until around



3000BC onwards when the Babylonians and Egyptians began using arithmetic, algebra and
geometry for taxation and other financial calculations, building and construction and astronomy.
The systematic study of mathematics in its own right began with the Ancient Greeks between
600 and 300BC.

Mathematics has since been greatly extended, and there has been a fruitful interaction
between mathematics and science, to the benefit of both.

Mathematical discoveries have been made throughout history and continue to be made
today. According to Mikhail B. Sevryuk, in the January 2006 issue of the Bulletin of the
American Mathematical Society, "The number of papers and books included in the Mathematical
Reviews database since 1940 (the first year of operation of MR) is now more than 1.9 million,
and more than 75 thousand items are added to the database each year. The overwhelming
majority of works in this ocean contain new mathematical theorems and their proofs."

Glossary
additionally - kpim Toro
anew - 3aHOBO
apparent - oueBUIHMI
be plausible - 6ytu imoBipHEM
borrow - mo3uuaTu
ever-series of increasing abstractions - crporo 3pocTaroda nociiOBHICTh a0CTpaKIIii
expansion of subject matter - po3mmpeHHs TemMu
extend - po3mmproBaTUcs
go back - cxoautu
inherit - ycaakyBaTu, mepeiHsITH
knotted strings - 3aB'si3aHi MOTY3KH
land measurement - Tormorpadiuna 3iomka
likewise further - Takosx B momaabIIoMy
mean roughly - mpu6nu3HO 03HAUYaTH
narrow meaning - By3bke 3HaYCHHSI
quipu - kimy (BY3JHKOBE MMUCHMO Y JIPEBHIX TIEpYaHIIiB)
store uncenpHoOro data - 30epiraTi YMCIOBI JaHi
tally - omunuMI paxyHKy
trading - ToprisJist
weaving - TKamrBo

Exercises
1. What do you think the following terms from the article mean?
Check in the article if you need to.
1) addition (paragraph 4)
2) subtraction (paragraph 4)
3) multiplication (paragraph 4)
4) division (paragraph 4)
5) taxation (paragraph 6)
6) construction (paragraph 6)



2. Match the following words from the text to form word partnerships. Refer to the
text only if you need to.

1) plural arithmetic

2) singular calculations

3) physical derivative

4) elementary  discovery

5) decimal majority

6) financial theorem

7) fruitful form

8) mathematical system

9) overwhelming object

10) mathematical interaction

3. Work with a partner. Without referring back to the article, can you remember in
what context the following figures were mentioned?

1) 3000 BC

2) 600-300 BC

3) 1940

4) 1,9 million

5) 75 thousand

Search in the text for the ones you have forgotten.

4. Answer the following questions.

1) What is the origin of the word “mathematics™?

2) How did the word “mathematics” appear in English language?
3) How is the evolution of maths treated?

4) Where were the first known numerals created?

5) What spheres were the first elements of maths applied in?

6) When did the systematic study of mathematics start?

7) What is the main trend in maths as science nowadays?

UNIT 11
Text 3. History of geometry

The earliest recorded beginnings of geometry can be traced to ancient Mesopotamia,
Egypt, and the Indus Valley from around 3000 BCE. Early geometry was a collection of
empirically discovered principles concerning lengths, angles, areas, and volumes, which were
developed to meet some practical need in surveying, construction, astronomy, and various crafts.
The earliest known texts on geometry are the Egyptian Rhind Papyrus and Moscow Papyrus, the
Babylonian clay tablets, and the Indian Shulba Sutras, while the Chinese had the work of Mozi,
Zhang Heng, and the Nine Chapters on the Mathematical Art, edited by Liu Hui.

Euclid's Elements (c. 300 BCE) was one of the most important early texts on geometry,
in which he presented geometry in an ideal axiomatic form, which came to be known as
Euclidean geometry. The treatise is not, as is sometimes thought, a compendium of all that
Hellenistic mathematicians knew about geometry at that time; rather, it is an elementary
introduction to it; Euclid himself wrote eight more advanced books on geometry. We know from



other references that Euclid’s was not the first elementary geometry textbook, but the others fell
into disuse and were lost.

In the Middle Ages, mathematics in medieval Islam contributed to the development of
geometry, especially algebraic geometry and geometric algebra. Al-Mahani conceived the idea
of reducing geometrical problems such as duplicating the cube to problems in algebra. Thabit ibn
Qurra (known as Thebit in Latin) (836-901) dealt with arithmetical operations applied to ratios
of geometrical quantities, and contributed to the development of analytic geometry. Omar
Khayyam (1048-1131) found geometric solutions to cubic equations, and his extensive studies of
the parallel postulate contributed to the development of non-Euclidian geometry. The theorems
of Ibn al-Haytham (Alhazen), Omar Khayyam and Nasir al-Din al-Tusi on quadrilaterals,
including the Lambert quadrilateral and Saccheri quadrilateral, were the first theorems on
elliptical geometry and hyperbolic geometry, and along with their alternative postulates, such as
Playfair's axiom, these works had a considerable influence on the development of non-Euclidean
geometry among later European geometers, including Witelo, Levi ben Gerson, Alfonso, John
Wallis, and Giovanni Girolamo Saccheri.

In the early 17th century, there were two important developments in geometry. The first,
and most important, was the creation of analytic geometry, or geometry with coordinates and
equations, by René Descartes (1596-1650) and Pierre de Fermat (1601-1665). This was a
necessary precursor to the development of calculus and a precise quantitative science of physics.
The second geometric development of this period was the systematic study of projective
geometry by Girard Desargues (1591-1661). Projective geometry is the study of geometry
without measurement, just the study of how points align with each other.

Two developments in geometry in the 19th century changed the way it had been studied
previously. These were the discovery of non-Euclidean geometries by Lobachevsky, Bolyai and
Gauss and of the formulation of symmetry as the central consideration in the Erlangen
Programme of Felix Klein (which generalized the Euclidean and non Euclidean geometries).
Two of the master geometers of the time were Bernhard Riemann, working primarily with tools
from mathematical analysis, and introducing the Riemann surface, and Henri Poincaré, the
founder of algebraic topology and the geometric theory of dynamical systems.

As a consequence of these major changes in the conception of geometry, the concept of
"space" became something rich and varied, and the natural background for theories as different
as complex analysis and classical mechanics. The traditional type of geometry was recognized as
that of homogeneous spaces, those spaces which have a sufficient supply of symmetry, so that
from point to point they look just the same. Although various laws concerning lines and angles
were known to the Egyptians and the Pythagoreans, the systematic treatment of geometry by the
axiomatic method began with the Elements of Euclid.

From a small number of explicit axioms, postulates, and definitions Euclid deduces
theorems concerning the various figures of geometrical interest. Until the 19th century this work
stood as a supreme example of the exercise of reason, which all other intellectual achievements
ought to take as a model. With increasing standards of formal rigor it was recognized that Euclid
does contain gaps, but fully formalized versions of his geometry have been provided. For
example, in the axiomatization of David Hilbert, there are six primitive terms, in that of E. V.
Huntington only two: sphere’ and ‘includes’.

Glossary
align with each other — 3’ennyBartucs, mumkyBaTucs B psij



Babylonian clay tablets - BaBuI0OHCHKI TIHHSHI TOIIECYKH

BCE (before the Common Era) - g0 Hamioi epu

become rich and varied - crae mupokum i pisHOMaHITHEM

30ipHUKA - 301pHUK

conceive the idea of smth - po3ymitu igero yoro-uedy b

conception of geometry - moHsTTs reomMeTpii

contain gaps - MiCTUTH HEOPOOKH

deduce theorem - BuBoauTH TeOpeMy

elementary geometry textbook - migpy4dHuk 3 enemeHTapHOI reoMeTpil
Euclid's Elements - «Hauana» Ekniga

exercise of reason - BUKOpUCTaHHS JI0Ka3iB

fall into disuse - BuxoauTH 3 y)KUTKY

formulation of symmetry - popmystoBaHHS TOHSTTS CUMETPIl
Hellenistic - naBubOrpenbkuit

Indus Valley - nonuna piuku [

Lambert quadrilateral - namGepToB (Tu10CKHIT) YOTHPUKY THHUK

master geometer - npoBigHUN TeoMeTp

natural background for smth - nmpupoauuii Gpou ajst yorock

papyrus - mamipyc

MOCTYJIAT - MOCTYJIAT, aKcioMa

precursor to smth - momnepeHKUK, TPOBICHUK YOTOChH

[Ticaropiiiceka - miaropiens, nocnigoBuuk Ilidaropa

sufficient supply of symmetry - nocratus cumerpist

supreme example of smth - ronoBHuii npukiax 4oro-HeOy b
surveying - MexyBaHHS

Sutra - cyTpa (B 1aBHBOIHIIMCHKIN JIITEpaTypl JaKOHIYHE BUCIOBIIFOBAHHS )
systematic treatment of smth - cucremarnunmii po3risa yoro-HeOy1b
treatise - Tpakrar

Exercises
1. What do you think the following terms from the article mean? Check in the
article if you need to.

1) length (paragraph 1)
2) angle (paragraph 1)
3) area (paragraph 1)
4) volume (paragraph 1)
5) construction  (paragraph 1)
6) astronomy  (paragraph 1)
7) ratio (paragraph 3)
8) quadrilateral (paragraph 3)
9) coordinate (paragraph 4)
10) equation  (paragraph 4)
11) calculus  (paragraph 4)
12) measurement (paragraph 4)
13) point (paragraph 4)



14) line (paragraph 6)
15) axiomatization (paragraph 6)
16) sphere (paragraph 6)

2. Can you remember these phrases and expressions from the article you’ve just
read? They are in the order they appeared.

1) v ... crafts

2) axiomatic f ...

3) arithmetical o ...

4) e ... studies

5) a ... postulate

6) systematic s ...

7) ¢ ... consideration

8) mathematical a ...

9) Riemanns ...

10) geometric t ...

11)d ... system

12) complex a ...

13) ¢ ... mechanics

14) explicita ...

15)1 ... achievement

3. Match the following words from the text to form word partnerships. Refer to the
text only if you need to.

1) geometric  space

2) geometrical rigor

3) cubic algebra

4) parallel topology

5) algebraic  method

6) homogeneous equation
7) axiomatic ~ quantities
8) formal term

9) primitive  postulate

4. The following adjectives form strong partnerships with the word geometry. Find
5 more adjectives in the article you have just read.

algebraic

elliptical

geometry

5. All the phrases below were in the article you’ve read. Complete them using the
pairs of the words in the box.

collection + principles fully + version look + same

have + development various + interest precise + physics

reduce + problems from + point meet + need




1) ... of empirically discovered ...

2) ... practical ...

3) ... geometrical ...

4) ... a considerable influence on the ...
5) ... quantitative science of ...

6) ... pointto ...

7) ... just the ...

8) ... figures of geometrical ...

9) ... formalized ...

6. Answer the following questions.

1) Where can the earliest beginnings of geometry be traced?

2) What were early geometry principles developed for?

3) What are the earliest known texts on geometry?

4) How was geometry presented in Euclid’s Elements?

5) What way did mathematics in medieval Islam contribute to the development of
geometry?

6) Why was the creation of analytic geometry in the early 17th century important?

7) What is projective geometry?

8) How did geometry studies change in the 19th century?

9) How was the traditional type of geometry perceived?

10) When did the systematic treatment of geometry by the axiomatic method start?

7. What in the article did you personally find most amusing, interesting, surprising,
shocking?

What amused me was ...

What interested me was ...

What surprised me was ...

What shocked me was ...

UNIT 12
Text 4. History of set theory

Part |

The history of set theory is rather different from the history of most other areas of
mathematics. The idea of infinity had been the subject of deep thought from the time of the
Greeks. Zeno of Elea, in around 450 BC, with his problems on the infinite, made an early major
contribution. By the Middle Ages discussion of the infinite had led to comparison of infinite sets.
For example Albert of Saxony proves that a beam of infinite length has the same volume as 3-
space. He proves this by sawing the beam into imaginary pieces which he then assembles into
successive concentric shells which fill space. Bolzano was a philosopher and mathematician of
great depth of thought. In 1847 he considered sets with the following definition: “an embodiment
of the idea or concept which we conceive when we regard the arrangement of its parts as a
matter of indifference”. Bolzano defended the concept of an infinite set. At this time many
believed that infinite sets could not exist. Bolzano gave examples to show that, unlike for finite
sets, the elements of an infinite set could be put in 1-1 correspondence with elements of one of
its proper subsets. This idea eventually came to be used in the definition of a finite set. It was



with Cantor's work however that set theory came to be put on a proper mathematical basis.
Cantor's early work was in number theory and he published a number of articles on this topic
between 1867 and 1871. These, although of high quality, give no indication that they were
written by a man about to change the whole course of mathematics.

An event of major importance occurred in 1872 when Cantor made a trip to Switzerland.
There Cantor met Richard Dedekind and a friendship grew up that was to last for many years.
Numerous letters between the two in the years 1873-1879 are preserved and although these
discuss relatively little mathematics it is clear that Dedekind's deep abstract logical way of
thinking was a major influence on Cantor as his ideas developed. Cantor moved from number
theory to papers on trigonometric series. These papers contain Cantor's first ideas on set theory
and also important results on irrational numbers.

In 1874 Cantor published an article in “Crelle's” Journal, which marks the birth of set
theory. A follow-up paper was submitted by Cantor to “Crelle's” Journal in 1878 but already set
theory was becoming the centre of controversy. Kronecker, who was on the editorial staff of
“Crelle's” Journal, was unhappy about the revolutionary new ideas contained in Cantor's paper.
Cantor was tempted to withdraw the paper but Dedekind persuaded Cantor not to withdraw it
and Weierstrass supported publication. The paper was published but Cantor never submitted any
further work to “Crelle's” Journal.

Glossary
3-space - TpUBUMIPHHIA IPOCTIp
assemble - 36uparu
beam - mpomiHb, my4ok
CONCeIVe - ocATaTH, PO3YyMITH
concentric shell - koHeHTpUYHMIA KOpITYC, 000JT0OHKA
concept - ijest, KOHICTIITiSA, TOHATTS, 3ayM
controversy - aucKycis, cymnepeuka, rmojemika
correspondence - BiNOBIAHICTb, CIIBBIIHOIICHHS
embodiment - BapiaHT KOHCTPYKIii, KOHCTPYKTHBHE BUKOHAHHS
finite set - kinuesa 6e3iv
infinite set - HeckiHYeHHa MHOKHHA
infinity - HecKiHYEHHICTh
proper subset - BnacHa (icTHHHA) TTiAMHOKHHA
SaW - pO3MMITIOBATH
set theory - Teopist MHOKHUH
tempt - cxunaTy, nepeKoHyBaTu
ultimate - rpaHuYHMIA, KpaiiHiid, OCTaHHIH
volume - micTkicTh, Maca, BEIMYMHA

Exercises
1. Match the following words to form word partnerships:
concentric
finite
infinite
irrational

length



number
proper
set
shell
subset
theory

2. Answer the questions:

1) Who made an early contribution to development of set theory?

2) What did discussion of the infinite lead to?

3) Who compared a beam of infinite length with 3-space?

4) How did Albert of Saxony prove that a beam of infinite length has the same volume as
3-space?

5) What person defended the concept of an infinite set?

6) What definition of sets did Bolzano give?

7) What scientist put set theory on a proper mathematical basis?

8) What was Cantor’s early work?

9) Who had a major influence on Cantor?

10) What date marks the birth of set theory?

11) Who was in opposition to Cantor’s ideas?

UNIT 13
Text 5. History of set theory

Part 11

In his 1874 paper Cantor considers at least two different kinds of infinity. Before this orders
of infinity did not exist but all infinite collections were considered 'the same size'. However
Cantor examines the set of algebraic real numbers, that is the set of all real roots of equations of
the form an xn + an-1 xn-1 + an-2 xn-2 + . . . + al x + a0 = 0, where a is an integer. Cantor
proves that the algebraic real numbers are in one correspondence with the natural numbers in the
following way.

For an equation of the above form define its index to be |an| + |an-1| + |an-2| + ... + |al| + |a0|
+n.

There is only one equation of index 2, namely x = 0. There are 3 equations of index 3,
namely 2x=0,x+1=0,x1=0and x2 =0.

These give roots 0, 1, -1. For each index there are only finitely many equations and so only
finitely many roots. Putting them in 1-1 correspondence with the natural numbers is now clear
but ordering them in order of index and increasing magnitude within each index. In the same
paper Cantor shows that the real numbers cannot be put into one-one correspondence with the
natural numbers using an argument with nested intervals which is more complex than that used
today (which is in fact due to Cantor in a later paper of 1891). Cantor now remarks that this
proves a theorem due to Liouville, namely that there are infinitely many transcendental (i.e. not
algebraic) numbers in each interval.

In his next paper Cantor introduces the idea of equivalence of sets and says two sets are
equivalent or have the same power if they can be put in 1-1 correspondence. The word 'power’
Cantor took from Steiner. He proves that the rational numbers have the smallest infinite power
and also shows that R has the same power as R. He shows further that countably many copies of



R still has the same power as R. At this stage Cantor does not use the word ‘countable’, but he
was to introduce the word in a paper of 1883. Cantor published a six part treatise on set theory
from the years 1879 to 1884. This work was a brave move by the editor to publish the work
despite a growing opposition to Cantor's ideas. The leading figure in the opposition was
Kronecker who was an extremely influential figure in the world of mathematics. Kronecker's
criticism was built on the fact that he believed only in constructive mathematics. He only
accepted mathematical objects that could be constructed finitely from the intuitively given set of
natural numbers.

Cantor however continued with his work. His fifth work in the six part treatise was
published in 1883 and discusses well-ordered sets. Ordinal numbers are introduced as the order
types of well-ordered sets. Multiplication and addition of transfinite numbers are also defined in
this work although Cantor was to give a fuller account of transfinite arithmetic in later work.
Cantor takes quite a portion of this article justifying his work. Cantor claimed that mathematics
Is quite free and any concepts may be introduced subject only to the condition that they are free
of contradiction and defined in terms of previously accepted concepts. He also cites many
previous authors who had given opinions on the concept of infinity including Aristotle,
Descartes, Berkeley, Leibniz and Bolzano.

Glossary

continuity - 6e3nepepBHICTh

coNntroversy - mosuemika, TMCKycis, Cynepedka
correspondence - BiMOBiIHICTh, CITIBBIAHOIICHHS
equation - piBHSHHS

index - iHaeKc, MOKa3HUK, BEIUYUHA

integer - wisne 4ucio

irrational number - ippamionanbHe YKCIO
magnitude - BenmuunHa, 3HAYCHHS, a0COIIOTHE 3HAYCHHS, MOJLYJIb
natural number - HatypanbHe 4nCIIO

nested interval - BkiiameHwuii iHTepBa

number theory - teopist umcen

real number - peasibhe uncio

real root - peanbHUI KOPiHB

submit - migKopsATHCS, CTBEPIKYBATH, BKa3yBaTH
subset - miaMHOXUHA

transcendental - TpaHcIieHAEHTHHI
TPUTOHOMETPUYHI - TPUTOHOMETPUUHUI

Exercises

1. Match the following words to form word partnerships.
nested

number

increasing

number

transcendental

magnitude

infinite



number
real
collection
natural
interval

2. Answer the questions.

1) What numbers did Cantor examine in his 1874 paper?

2) What numbers have the smallest infinite power according to Cantor?
3) When was Cantor to introduce the word ‘countable’?

4) When did Cantor publish a six part treatise on set theory?

5) What ideas does Cantor’s fifth work in the six part treatise contain?
6) Why Kronecker was in the opposition to Cantor’s ideas?

UNIT 14
Text 6. History of set theory

Part 111

The year 1884 was one of crisis for Cantor. In 1885 Cantor continued to extend his theory
of cardinal numbers and of order types. He extended his theory of order types so that now his
previously defined ordinal numbers became a special case. In 1895 and 1897 Cantor published
his final double treatise on set theory. It contains an introduction that looks like a modern book
on set theory, defining set, subset, etc. Cantor proves that if A and B are sets with A equivalent
to a subset of B and B equivalent to a subset of A then A and B are equivalent. In 1897 the first
published paradox appeared, published by Cesare Burali-Forti. Some of the impact of this
paradox was lost since Burali Forti got the definition of a well-ordered set wrong. However, even
if the definition was corrected, the paradox remained. It basically revolves round the set of all
ordinal numbers. The ordinal number of the set of all ordinals must be an ordinal and this leads
to a contradiction. It is believed that Cantor discovered this paradox himself in 1885 and wrote to
Hilbert about it in 1886. The year 1897 was important for Cantor because that year the first
International Congress of Mathematicians was held in Zurich and at that conference Cantor's
work was held in the highest esteem being praised by many including Hurwitz and Hadamard.

Set theory was beginning to have a major impact on other areas of mathematics.
Lebesgue defined 'measure’ in 1901 and in 1902 defined the Lebesgue integral using set theoretic
concepts. Analysis needed set theory of Cantor. Zermelo in 1908 was the first to attempt an
axiomatisation of set theory.

Many other mathematicians attempted to axiomatise set theory. Fraenkel, von Neumann,
Bernays and Godel are all important figures in this development.

Glossary

analysis - anais, JOCITiHKEHHS

axiomatisation - akcmomaru3arys

axiomatise - akcHOMaTU3UPOBATh

cardinal number - kapauHaIBHE YKHCIIO, TOTYXKHICTH MHOXHHHU
concept - iges, KOHIICTIITis

MPOTHPIYYS - COPOCTYBAHHS, IPOTUPIUYS

defining set - BusHauae 6e3iiu



equivalent - ekBiBasleHTHHI

esteem - mieTeT, moBary

integral - inTerpan

measure - mipa, KpuTepii

order type - mopsiIKOBHIA THIT

ordinal number - mopsiakoBe ynCTIBHUK

special case - mpuBaTHHIi BUAI0K

subset - migMHOKHHA

treatise — TpakTar, HayKOBa mparis

well-ordered set - ctporo BopsaKoBaHa MHOXKHHA

Exercises
1. Which of these adjectives relate to the word "'number*? Choose from the list.
defining, infinite, cardinal, ordinal, subset

2. Answer the questions.

1) What year was one of crisis for Cantor?

2) What theory did Cantor continue to extend in 1885?

3) What ideas does Cantor’s final double treatise on set theory contain?
4) Why was the year 1897 important for Cantor?

5) What areas of mathematics did set theory have a major impact on?
6) Who was the first to attempt an axiomatization of set theory?

UNIT 15
Text 7. Complex function theory

The development of the theory of functions of a complex variable took a rather winding
path, as opposed to the modern theory of today with its extreme elegance, which belongs to the
most beautiful and esthetically pleasing theories mathematics has to offer. This theory reaches
into all branches of mathematics and physics. The formulation of modern quantum field theory
for example is based in essence on the notion of a complex number.

The complex numbers were introduced by the Italian mathematician Bombelli in the
middle of the sixteenth century, in order to solve equations of the third order. In his dissertation
in 1799, Gauss provided the first (almost) complete proof of the fundamental theorem of algebra.
For this proof he required complex numbers as a tool.

Gauss eliminated the mysticism which surrounded complex numbers of the form x+y up
until that time, and showed that they may be interpreted as points (x, y) in the complex
(Gaussian) plane. There is much evidence that Gauss already knew many properties of the
complex-valued functions at the beginning of the eighteenth century, in particular the relation to
elliptic integrals. However, he never published any of this.

In his famous Cours d'analyse (course in analysis), Cauchy treated power series in 1821
and showed that series of this kind in the complex realm have a circle of convergence. In a
fundamental piece of work in 1825, Cauchy considered contour integrals and discovered their
independence from the path of integration.

In this regard, he later developed a calculus of residues for the calculation of apparently
complicated integrals. In 1851, Riemann took a decisive step in the construction of a theory of



complex-valued functions, when in his dissertation at Gottingen, with the title Grundlagen fur
eine allgemeine Theorie der Funktionen einer verdnderlichen komplexen Grofle (Foundations of
a theory of functions of a complex variable), he founded the so-called geometric function theory,
which uses conformal maps and which is distinguished by its intuitive appeal and the close
proximity to physics.

Parallel to Riemann's work, Weierstrass developed rigorous analytic foundations for
function theory based on power series. The work of both Riemann and Weierstrass was centered
around the search for a deeper understanding of elliptic and more general Abelian integrals for
algebraic functions. In this connection, completely new ideas are due to Riemann, out of which
modern topology the mathematics of qualitative behavior and form sprouted.

In the last quarter of the nineteenth century Felix Klein and Henri Poincare created the
powerful structure of the theory of automorphic functions. This class of functions is a broad
generalization of the periodic and doubly period (elliptic) functions and is closely related to
Abelian integrals.

In 1907 Koebe and Poincare proved independently the famous uniformization theorem,
which represents one of the highlights of classical function theory and which completely clarifies
the structure of Riemann surfaces.

The first modern and complete presentation of classical function theory was given by
Hermann Weyl in his book Die Idee der Riemannschen Flache (The idea of Riemann surfaces),
which is a pearl of the mathematical literature.

Important new ideas in function theory were introduced in the fifties by the French
mathematicians Jean Leray and Henri Cartan, who developed the notion and theory of sheaves.

Glossary

apparently - oueBuaHO

broad generalization - 3aranpHa XapakTepuCTHKA

calculus of residues - Teopist BupaxyBaHb

circle of convergence - kpyr 30ikHOCTI

close proximity to smth - 61M3bKiCTh, CXOXKICTh 3 UNM-HEOYIb.
complete proof - noBHwmit goKa3

doubly period function - ¢byHKIIis TOABIHHO MEpioANYHA
highlight - BuginsaTu

in essence - o cyTi

intuitive appeal - HaouHa mpuBaGIKUBICTH

notion of complex number - TOHATTS KOMIUIEKCHOTO YKCIa
path of integration - koHTyp (LUIAX) IHTETpYBaHHS

POWEr Series - cTyneHeBUil po3psiT

powerful structure - motyxHa CTpyKTypa

qualitative behaviour - sixicia moBeiHka

Riemann surface - pumanoBa oBepXHs

rigorous analytical foundations - ctpori aHaTiTHYHI OCHOBH
Sprout - BUHUKATH, 3'SIBIIATHCS

theory of sheaves - Teopis myukis

treat - posrisaaTy, iIHTEPIPETYBaTH



Exercises

1. Can you remember these phrases and expressions from the article you’ve just
read? They are in the order they appeared.

1) to take a winding p ...

2)tor ... into all branches

3)to s ... equation

4) to e ... the mysticism

5) to take a decisive s ...

6)tob ... distinguished

7) to be centered a ... smth

8) to be closely r ... to smth

9) to completely c ... the structure

2. Fill in the following chart to form word partnerships. Referring back to the
article will help you with some of them.

complex

variable

quantum

field

theory

elliptic

integral

complex-valued function
function

3. Work with a partner. Without referring back to the article, can you remember in
what context the following figures were mentioned?

1) Bombelli

2) Gauss

3) Cauchy

4) Riemann

5) Weierstrass

6) Felix Klein

7) Henri Poincare

8) Koebe

9) Hermann Weyl

10) Jean Leray and Henri Cartan

4. Answer the following questions.

1) How can the development of function theory be characterized?

2) When were the complex numbers introduced?

3) Who provided the first complex proof of the fundamental theorem of algebra?
4) What was Cauchy’s contribution into integral algebra?

5) How did the theory of complex-valued functions appear?

6) What was Weierstrass’s research devoted to?



7) Who created the theory of automorphic functions?

8) When was the famous uniformization theorem proved?

9) Who was the first modern and complete presentation of classical function theory given
by?

10) How was the function theory further developed?

UNIT 16
Text 8. Mathematics as science

Carl Friedrich Gauss referred to mathematics as "the Queen of the Sciences”. In the
original Latin Regina Scientiarum, as well as in German Konigin der Wissenschaften, the word
corresponding to science means (field of) knowledge.

Indeed, this is also the original meaning in English, and there is no doubt that
mathematics is in this sense a science. The specialization restricting the meaning to natural
science is of later date. If one considers science to be strictly about the physical world, then
mathematics, or at least pure mathematics, is not a science. Albert Einstein stated that "as far as
the laws of mathematics refer to reality, they are not certain; and as far as they are certain, they
do not refer to reality."

Many philosophers believe that mathematics is not experimentally falsifiable, and thus
not a science according to the definition of Karl Popper.

However, in the 1930s important work in mathematical logic showed that mathematics
cannot be reduced to logic, and Karl Popper concluded that "most mathematical theories are, like
those of physics and biology, hypotheticodeductive: pure mathematics therefore turns out to be
much closer to the natural sciences whose hypotheses are conjectures, than it seemed even
recently.” Other thinkers, notably Imre Lakatos, have applied a version of falsificationism to
mathematics itself.

An alternative view is that certain scientific fields (such as theoretical physics) are
mathematics with axioms that are intended to correspond to reality. In fact, the theoretical
physicist, J. M. Ziman, proposed that science is public knowledge and thus includes
mathematics. In any case, mathematics shares much in common with many fields in the physical
sciences, notably the exploration of the logical consequences of assumptions. Intuition and
experimentation also play a role in the formulation of conjectures in both mathematics and the
(other) sciences. Experimental mathematics continues to grow in importance within
mathematics, and computation and simulation are playing an increasing role in both the sciences
and mathematics, weakening the objection that mathematics does not use the scientific method.
In his 2002 book A New Kind of Science, Stephen Wolfram argues that computational
mathematics deserves to be explored empirically as a scientific field in its own right.

The opinions of mathematicians on this matter are varied. Many mathematicians feel that
to call their area a science is to downplay the importance of its aesthetic side, and its history in
the traditional seven liberal arts; others feel that to ignore its connection to the sciences is to turn
a blind eye to the fact that the interface between mathematics and its applications in science and
engineering has driven much development in mathematics. One way this difference of viewpoint
plays out is in the philosophical debate as to whether mathematics is created (as in art) or
discovered (as in science). It is common to see universities divided into sections that include a
division of Science and Mathematics, indicating that the fields are seen as being allied but that
they do not coincide. In practice, mathematicians are typically grouped with scientists at the



gross level but separated at finer levels. This is one of many issues considered in the philosophy
of mathematics.

Mathematical awards are generally kept separate from their equivalents in science. The
most prestigious award in mathematics is the Fields Medal, established in 1936 and now
awarded every 4 years. It is often considered the equivalent of science's Nobel Prizes. The Wolf
Prize in Mathematics, instituted in 1978, recognizes lifetime achievement, and another major
international award, the Abel Prize, was introduced in 2003. These are awarded for a particular
body of work, which may be innovation, or resolution of an outstanding problem in an
established field. A famous list of 23 such open problems, called "Hilbert's problems”, was
compiled in 1900 by German mathematician David Hilbert. This list achieved great celebrity
among mathematicians, and at least nine of the problems have now been solved. A new list of
seven important problems, titled the "Millennium Prize Problems", was published in 2000.
Solution of each of these problems carries a $1 million reward, and only one (the Riemann
hypothesis) is duplicated in Hilbert's problems.

Glossary

achieve (great) celebrity - ctaBatu nomyaspHuM, HaOyBaTH MOMYJISIPHICTD
apply a version of falsification - BukopucroByBatH aascudikariro
at finer level - 3oxpema

at the gross level - 3aranom

be allied - matu cninbHI pucu

be duplicated - nyGroBaTucs, MOBTOPIOBATUCS

be reduced to smth - 3BoxutHcs 10 9-H.

body of work - koHKpeTHH# BUHAXI

coincide - 36iratucs

correspond to reality - BixmoBizaTi peaabHOCTI

correspond to smth - BigmoBigatu yomych

downplay the importance of smth - Hemoo1iHIOBaTH BaXKITUBICTh YOTOCh
drive development in smth - cipusiT po3BUTKY B 4OMYCh

explore empirically - emnipuuHo BUBUaTH

falsifiable - panscudixoBanmit

formulation of rinore3u - BUCYHEHHS TiNOTE3

hypothetico-deductive theory - Teopist rimoTeTHuHOI iHIYKIIii
institute - 3acHOBYBaTH, BBOIUTH

keep separate from smth - Bigainsaru, BimokpemitroBaTu

laws of mathematics - 3akonu MaTemaTuku

lifetime achievement- BaxxnuBe qOCATHEHHS

natural science - mpupoJ03HABCTBO

notably - oco6smBo

refer to smth - mocunaTucs Ha Ha 110-HEOY b

Riemann hypothesis - rinore3a Pimana

share much in common with smth - maTu 6arato CriIbHOrO B YOMYCh
turn a blind eye to smth - He 3BeprTaTu yBary Ha 1ioch

weaken the objection - 3meHuryBaTu 3anepedeHHs

Exercises



1. Match each of the words in the first column with the word from the second
column to make ten word partnerships from the article. There are some alternative
partnerships, but there’s only one way to match all ten.

1) mathematical knowledge
2) theoretical method

3) public arts

4) logical field

5) scientific debate

6) computational side

7) aesthetic award

8) liberal logic

9) philosophical mathematics
10) prestigious consequence

2. Find the words in the article which mean the following. The first and the last
letters are given.

1) to keep something within strict limits (paragraph 1) r ... t

2) an idea that attempts to explain something but has not yet been tested or proved to be
correct (paragraph 2) h ... s

3) the development of a theory or guess based on information that is not complete
(paragraph 2) c ... e

4) a statement that is generally believed to be obvious or true (paragraph 3) a... m

5) something that you consider likely to be true even though no one has told you directly
or even though you have no proof (paragraph 3)a ... n

6) the process of calculating a number or amount (paragraph 3) ¢ ... n

7) something that produces the features of a situation in a way that seems real but is not
(paragraph 3) s ... n

8) a place where things meet each other, or a thing that connects them (paragraph 4) i ... e

9) the use of a particular method, process, etc (paragraph 4)a ... n

10) the process of separating things into smaller groups or parts (paragraph 4) d

11)  to show that something is true or exists (paragraph 4)1i ... e
12) to make something such as a list or book by bringing together information
from many different places (paragraph 5)c ... e

3. Without referring back to the text, can you expand on the following facts and
figures mentioned in the article?

1) 1930s

2) A New Kind of Science

3) Fields Medal

4) 1978

5) Abel Prize

6) “Hilbert’s problems”

7) $ 1 million

4. Answer the following questions.
1) Can mathematics be interpreted as a science? Why? Why not?



2) What did Karl Popper’s work reveal?

3) Why do theoretical physicists refer to maths as a science?

4) What plays an important role in the formulation of conjectures in maths?
5) What is the present role of experimental mathematics?

6) What are the opposite opinions of mathematicians?

7) Which important issue is considered in the philosophy of mathematics?
8) When did the most prestigious award in mathematics start its history?

9) What awards were instituted in 1978 and 2003?

10) Does the “Millennium Prize Problems” list have any prototype?
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